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Figure 1: Sankey-based visualization of Anastomotic Leak progression using ML-selected features.

ABSTRACT
Effectively treating rectal cancer requires attentive consideration
of hundreds of details about the patient and how each may influce
patient outcomes and negative side-effects. The US Rectal Cancer
Consortium has complied a one-of-a-kind dataset that contains
fine-grain details about individual patient treatment paths from 6
different institutions over a decade. Only statistical analysis for the
impact of post-op complications (POCs) on oncologic outcomes has
been conducted on this dataset, so the development of visualiza-
tion and machine learning tools could further progress in rectal
cancer treatment. We present a simple data processing approach
for the RCC as well as a data-driven event sequence visualization
of the incidence of a major POC (anastomotic leakage). This visual-
ization utilizes machine learning feature selection approaches to
uncover variables that are powerful predictors of an anastomotic
leak, including a novel chained approach for event sequences. A
rectal cancer surgeon stakeholder was consulted throughout de-
velopment and provided feedback on the final tool. The tool is
generalizable to other event sequence datasets and has been made
publically available at github.com/HAI-lab-UVA/RCC-Project.
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1 INTRODUCTION
Colorectal cancer is one of the most common forms of cancer, and
was responsible for 935,173 deaths worldwide in 2020 [1]. As its
name suggests, colorectal cancer includes both colon and rectal
cancer. Rectal cancer specifically involves the rectum, the area of
the digestive tract located within the pelvis. As with most cancers,
there are a variety of factors that impact a patient’s course of treat-
ment and chances of recovery. For these reasons, it is incredibly
important that clinicians analyze as much about the patient and
their potential treatment paths as possible, in order to maximize
treatment effectiveness and minimize negative complications. This
has motivated the creation of the US Rectal Cancer Consortium
(RCC), a dataset with over a decade of rectal cancer patient data
across 6 institutions [2, 4, 5, 7, 13, 19, 28, 29]. A series of papers has
been published that conduct statistical analyses on subsets of fea-
tures in this dataset, but there is an unrealized opportunity to apply
machine learning (ML) to yield more complex and comprehensive
insights.

The field of precision medicine is broad, but generally involves
using fine-grained data about a patient to tailor a treatment plan to
their individual characteristics. This can take multiple forms, such
as building models to predict treatment paths and/or outcomes,
clustering patients based on shared attributes, mining the data for
common patterns, or visualizing a patient’s information in a com-
plex and sophisticated dashboard. Such an approach that utilizes a
large dataset of graular patient treatment data to provide clinicians
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with actionable insights has yet to be taken in the field of rectal
cancer treatment.

In this paper, we present the process by which we developed a
ML tool for analyzing not just the rectal cancer treatment outcomes,
but any event sequence dataset. Our contributions are:

(1) A description of data processing methods for a highly-
detailed dataset of rectal cancer patient data.

(2) A data-driven, Sankey diagram-based visualization for event
series in a popular Python library (Plotly).

(3) An experiment in using a common feature selection method
(Sequential Feature Selection) to reduce visualization com-
plexity.

(4) A proposal of a chained feature selection technique for
better representation of events in a sequence.

(5) An open-source implementation of the presented visual-
ization and feature selection approaches, generalizable to
other event-series data.

Our work was centered around analyzing anastomotic leakage
as a result of a lower anterior resection (LAR), but can easily be
generalized to other patient outcomes, or event series outcomes
more broadly.

2 BACKGROUND
2.1 Rectal Cancer Treatment and Outcome

Analysis
The primary treatment for rectal cancer is surgical resection of the
tumor, but the surgical approach, intent, and whether the surgery
is preceded and/or followed by chemotherapy (neoadjuvant and
adjuvant treatment, respectively) depends on the stage of cancer
and the individual patient themselves [1]. Treatments and therapies
are not without their risks and drawbacks, they can be a large
burden on the patient and cause lasting issues related to normal
bodily functioning that could even leave to death. Clinicians try
to take as many factors about the patient as possible into account,
but this is impossible for a human and naturally some variables
come to dominate the clinical decision-making process. Therefore,
being able to analyze how oft-considered risk factors and different
treatment paths impact clinical outcomes is of critical importance
to improve the state of rectal cancer care. The RCC exists for this
reason, and a number of papers have been written conducting these
sorts of analyses [2, 4, 5, 7, 13, 19, 28, 29]. While these papers are
successful in exploring how different subsets of features impact
one or more outcomes of interest, they are limited by the use of
statistical multivariate analyses. There is a need to assess all 400+
features in this dataset and discover where important features may
have been overlooked, how treatment decisions impact subsequent
treatments as well as outcomes over time, and convey these insights
to clinicians in an intuitive way.

Anastomotic leakage (AL) is a high-stakes complication that can
occur during rectal cancer surgery. AL has an incidence rate of up to
21%, and "dramatically increases postoperative mortality, increases
the risk for a permanent stoma, and leads to worse oncologic out-
comes following resection for colorectal cancer" [2, 8]. A leak can
be tested for during surgery and its negative impacts avoided by
performing a diverting loop ileostomy (diversion). However, the

incidence rate of leakage, the severity of its impact, and inaccurate
testing methods means that AL is over-treated in ∼50% of patients
and only ∼30% of patients who later developed AL were treated
with a diversion [24]. A paper using the RCC database applied
multivariable logistic regression to assess the association between
an omental pedicled flap (OPF) and the occurrence of anastomotic
leak [2]. This single independent variable was selected because OPF
is hypothesized to prevent leakage. The study ultimately found
no association among patients who underwent a lower anterior
resection (LAR) procedure for rectal cancer. Outside the RCC, three
papers have explored the usefulness of traditional machine learn-
ing techniques on predicting a leak. Wen et al. [31] built a random
forest classifier based on the clinical data of 5,220 patients (20 fea-
tures), which outperformed the widely-used nomogram (AUC of
0.87 v. 0.724). Shao et al. [24] found that a support vector machine
(SVM) classifier trained to predict AL would significantly reduce
overtreatment. Shen at al. [26] compared stepwise (AUC: 0.759)
and LASSO (AUC: 0.79) classifiers on a cohort of 860 patients (9
features). The features most associated with leakage, as selected by
the models, differed between the two studies. A machine learning
approach has yet to be taken that considers a larger set of rectal
cancer features in predicting anastomotic leak, and presents that
information to clinicians in an actionable manner.

2.2 Clinical Decision Support Systems
Clinical decision support systems (CDSS) are increasingly using AI
and ML to determine the optimal treatments for clinical conditions.
Most of the recent work focuses on sepsis prognosis, applying rein-
forcement learning (RL) techniques to learn the best treatment dose
strategies from time-series ICU data [9, 12, 14, 17]. Conversely, in-
verse reinforcement learning (IRL) has been used to learn treatment
strategies from the techniques of clinicians themselves [17, 34]. In
day-to-day cancer treatment, however, a clinician’s interest is in
what interventions (surgical or therapeutic) are the most appropri-
ate for an individual patient, rather than the dosages of individual
drugs or the granular intervals of their administration. Thus, tools
that predict outcomes and model the impact of different interven-
tions on these outcomes would be most beneficial. In surgical and
cancer-specific CDSS, image analysis of MRIs/CTs and "-omics"
data mining receives a lot of attention, while the utility of elec-
tronic health records (EHRs) to derive treatment insights remains
undervalued [3, 18, 25, 33]. Some such approaches have emerged
surrounding rectal cancer: a random forest for radiation therapy
treatment planning in prostate cancer [20] as well as a Bayesian
network for prognosis prediction in post-radical resection surgical
patients [16]. While these are great steps forward, CDSS are still
limited by a clinician’s hesitance to rely on them [3, 27, 30]. Yang
et al. [32] addresses this issue by subtly incorporating ML-based
predictions into something clinicians use every day: a patient case
slide. For s CDSS to be useful, we must consider a clinician’s ability
to trust it. Part of this battle is creating more capable and transpar-
ent systems, and part of it is presenting information and predictions
in a manner that is intuitive.
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2.3 Event Sequence Visualization
Visualization techniques can help address the latter half of the CDSS
challenge. Event sequences are defined as a series of “discrete events
in the time order of occurrence” [6] and are a popular way to model
the treatment of a disease over time (e.g. pre-treatment staging to
neoadjuvant treatment to surgical intervention for cancer). While
time-series data can be cast to an event sequence, time-series data
is distinct in that it is continuous. Timelines, hierarchies (e.g. trees),
and Sankey diagrams are commonly used to provide an overview
of event sequences. In clinical use-cases, these charts are useful
to compare different patient cohorts, visualize disease outcomes,
and analyze treatment prognoses. Modern implementations make
use of complex dashboards to facilitate data selection, event pat-
tern/rule mining, and/or clustering of patients into cohorts. These
steps are reflected in the visualization itself, which may even use
deep learning (DL) to predict future events in the sequence. Putting
all of this together creates a sophisticated tool for exploring dense,
time-dependent EHR data, gathering insights, and communicating
the most important information to the clinician. The sophisitcation
of these tools becomes their limiation, with studies noting a steep
learning curve for clinical stakeholders, who prefer a more straight-
forward, at-a-glance style of communicating patient information.

3 METHODS
3.1 Dataset Summary
The US rectal cancer consortium (RCC) is a dataset that combines
demographic, intraoperative, histopathologic, and postoperative
outcome data for rectal cancer treatment across six member in-
stitutions. Overall, the RCC contains 408 unique data features (63
numeric, 345 categorical) on 1881 patients who underwent a surgi-
cal intervention for rectal cancer. These 408 features are broken up
13 into different observational and treatment stages (summarized
here). Therefore, we model the RCC as an event sequence. The data
was compiled by hand from EHRs, so there is a high variance in its
quality and completeness, depending on the institution. While the
RCC itself cannot be made public, a cursory documentation of its
features, pre and post-processing, can be found here.

3.2 Design Approach
Weworked closelywith a rectal cancer surgeon stakeholder through-
out the course of the project and used an iterative design approach
to implement their feedback.We planned each feature of the project,
discussed the details of the feature with the stakeholder, imple-
mented it, and then moved on to the next feature. At the end of
the project, we conducted a full walkthrough with the stakeholder
to understand the strengths and weaknesses of the project from a
clinical perspective. Additionally, we kept the implementation of
the features as data-agnostic as possible in the hopes of creating
a tool that could be reused for other event sequence datasets. The
source code and documentation for this paper has been published
at GitHub for public use: github.com/HAI-lab-UVA/RCC-Project.

3.3 Data Processing
Since the goal of our project was to develop a clinically-actionable
tool for modeling and visualizing event series data, fully cleaning

and feature engineering the data was not our priority. Given the size
and complexity of the RCC, it would have taken up most of our time
and would have had little impact on the design as a whole. Instead,
we focused on reaching a minimum viable product that would allow
us to experiment with the visualization tool in meaningful ways.
The Jupyter Notebook where we conducted these operations can
be found here.

First, we found columns that had less than 10 non-null samples
or that contributed unimportant information (9 total) and dropped
them.

Then, we conducted binning in a few different ways. We tried to
extract as much information as possible from free-text features that
had a high magnitude of unique values (e.g. surgical or therapeutic
complications, organs invaded by the cancer). To do this, we looked
at the unique tokens for each column and sorted them into bins
(e.g. types of complications or organs). Each bin was represented
by a new column in the dataset, where its values were the severity
of that bin. Severity was represented as an integer, and increased
by 1 each time a token within the same bin was found in a data
point. 4 columns were binned in this manner. The process was
a little different for chemotherapy regimens, which could have
been changed over the course of treatment. We binned common
tokens in the same way, but also mined for tokens that indicated
a change or reduction in treatment. Our program counted each of
these tokens as they appeared in a data point, and made separate
columns to indicate the number of changes and whether dosage had
to be reduced. Instead of numerical severity, one-hot encoding was
used to represent the first and second (if applicable) chemotherapy
regimens. This was selected because multiple types could be used
together in a ’cocktail’ and we do not expect the same type to occur
multiple times. 3 columns were binned in this manner. A much
simpler binning technique was used to one-hot encode columns
that had lots of similar values or co-occurrences, but did not need
to account for severity or treatment changes/reductions (e.g. prior
abdominal operations). 5 columns were binned in this manner. Two
numerical columns could be binned based on a threshold of values.

We continued with some more miscellaneous data cleaning. Text-
based data points that were simply ’data unavailable’ were made
null. Similarly, values of ’not assessed’ were made null for select
columns (10 total). Columns that contained only ’yes’ or ’no’ were
encoded as binary (8 total). The dataset was combed for ’dirty’ data
points that were invalid or otherwise inconsistent with the rest of
the values in a column, their corresponding samples were dropped
(48 total).

Last, we cast any date columns to the proper data type and
ensured all other columns fit their respective data types.

3.4 Event Sequence Visualization
With the data properly formatted and potentially-useful features
extracted, we shifted gears to develop the visualization technique.
We chose a Sankey diagram (sometimes called an alluvial diagram)
because it retains the temporal aspect of our data, provides more
information at a glance than a timeline, and is much more practical
than a hierarchy/tree given the distribution of unique values in
our data. A Sankey diagram is akin to a flowchart or a directed,
acyclic graph. It models a series of nodes connected to each other
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by edges. When used to represent data, each node can represent
a value and an edge can represent two values occurring together.
The relative width of each node and edge can be used to illustrate
the magnitude of the flow through them, usually determined by the
frequency of values and their co-occurrence within the data. What
makes a Sankey distinct from a tree is that any previous edges are
ignored when the next edge in the sequence is defined. This means
that edges are not as easy to trace down to a leaf node.

Our formulation of a Sankey diagram considers the different
levels (unique values) of a variable together. Each level constitutes
a different node, with no edges between levels of the same variable.
The nodes for each level are arranged horizontally in a stack, and
their relative height is determined by the level’s prevalence in the
overall dataset. Edges are formed between the nodes of the current
(incoming) variable and the nodes of the next (outgoing) variable,
where their values exist in the same sample (row) of the data. Like
node height, edge width is determined by the total number of
samples that have both the incoming and outgoing values. Since
many levels are likely to crowd the horizontal space of the diagram,
this formulation works best modeling discrete variables without
many levels.

We implemented a Python class that defines such a Sankey dia-
gram using the Plot.ly [10] visualization package given a Pandas
[21] DataFrame, a sequence of (categorical) features, and a single
outcome variable. Plot.ly was chosen because it is one of only a few
packages that has a base class for a Sankey diagram. The underlying
code iterates over each feature, defining its nodes, their sizes, and
locations, then finds any edges between them and the nodes of the
next feature, ending at the pre-defined outcome.

We made two important design choices to address the limited
ability to ’trace’ a Sankey diagram through to an outcome. First, we
color-coded the edges to correspond with the levels of the outcome
variable. Under the hood, this works by defining a separate edge
between nodes for each level of the outcome. Therefore, the num-
ber of samples that have the incoming value, the outgoing value,
and any particular level of the outcome can be visually indicated.
Second, we implemented optional chi-squared statistical testing
for associations between levels of a given feature and levels of the
outcome. When this toggled, the result of the test for each feature
is displayed as a p-value below its nodes.

Furthermore, to maintain the event sequence nature of the RCC
data we color-coded the nodes of each feature according to the
’event’ they are a part of (e.g. all nodes of features that are de-
mographic data are blue). Our diagram also includes some basic
interactivity. Most notably, when a user mouses over a node or edge
the frequency of the represented values is quantified as a percent
of the total number of samples in the input DataFrame.

3.5 Feature Selection
Our base data-driven Sankey diagram assumes that the user has
a set of features they would like to evaluate in the context of the
outcome. However, it could be the case that the user does not know
which features they are interested. In such a scenario, it would be
unrealistic to visualize and explore all 408 features of the RCC. So,
we opted to use multiple ML classifiers together with sequential
feature selection (SFS) to show this type of user the most important

features for their outcome as well as how powerful a potential
classifier may be.

Given a base estimator, SFS starts with no features and greedily
adds them (forward SFS) or starts with all features and greedily re-
moves them (backward SFS). Both scenarios iterate until a threshold
for improvement or total feature count is met [23]. This approach is
useful in event sequence cases such as ours becuase it maintains the
general temporal relationship between features. We implement two
techniques of using SFS with our visualization, both using scikit-
learn’s [22] SFS implementation and the scikit-learn BaseEstimator
class for compatability with a variety of ML models.

3.5.1 Sequential Feature Selection. This first aproach conducts (for-
ward or backward) SFS on the whole input dataset with several
ML classifiers. The selected features for each classifier are aggre-
gated, and the final features are determined by whether agreement
between classifiers meets a threshold hyperparameter (i.e. 3 of 5
classifiers must agree that ’Bowel Obstruction’ improves accuracy).
Once the features are selected, they are plotted with our Sankey
diagram. The function itself takes a DataFrame, training data, out-
put labels, a dictionary of scikit-learn classifiers, and an agreement
threshold. Optional features include the ability to load a previous
SFS session from a JSON log file, provide a tree-based model as a
baseline, adjust the number of features selected by each SFS run,
and evaluate each model against a test set.

3.5.2 Feature Selection Chains. The second approach is an exten-
sion of the first. For event sequence data where events have multiple
features, SFS may do a poor job at selecting features across differ-
ent events because of its greedy nature. In testing, we found that
SFS was selecting only demographic features and nothing from
later events. To address this, we formulate a feature selection chain
where SFS is conducted on each event. This ensures that the im-
portant features from each event in a sequence are shown to the
user and included in the model. While this function is implemented
around SFS, the source code could easily be extended for any feature
selection technique.

4 RESULTS: CASE STUDY IN ANASTOMOTIC
LEAK PREDICTION

To demonstrate the use of the tools we developed, we conducted a
case study in AL prediction using the RCC dataset.We presented our
progress to the stakeholder throughout the semester, who provided
us with feedback. For more information about this case study and
how results were obtained, please see this paper’s GitHub page.

4.1 Data Processing
The RCC dataset was processed as described in Section 3.3. The
inclusion/exclusion criteria fromAli et al. [2] were replicated, which
left us with 𝑛 = 825 samples where ∼54.06% did not experience AL,
∼4.97% did, and ∼40.97% were missing data.

4.1.1 Stakeholder Feedback. Our stakeholder recommended that
the severity-based binning system for treatment complications be
changed to separate major complications from minor ones. Their
concern was that a patient’s symptoms could appear misleadingly
severe if they were to have several "basic" side effects. They pro-
vided a list of critical complications that should be noted as major.

4
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For the chemotherapy regimen features, the stakeholder pointed
out an error in our binning dictionary. They clarified that many
regimens are simply combinations of other regimens. For example,
the regimen Folfox is 5FU with Oxaliplatin and Folfiri is 5FU with
Irinotecan. Therefore, Folfox, Folfiri, and 5FU are not distinct cate-
gories because they all include 5FU. The stakeholder also identified
several categorical features that could be encoded into hierarchical,
numeric values, such as wound class or pathologic response.

4.2 Event Sequence Visualization
Our initial visualization used the following features, selected based
on existing studies predicting or analyzing AL [2, 24, 26, 31]: gender,
bowel obstruction, diabetes, neoadjuvant chemoradiation, operative
approach, and omental flap to pelvis (OPF). The resulting figure
(fig. 1) summarizes these characteristics of the sample and how
they are associated with AL. This can lead to some interesting
observations. For example, the open, laparoscopic, and conversion
to open surgical approaches were the only ones that carried out
an OPF and also had an anastomotic leak. Note that OPF is not
intended to prevent a leak, just the negative outcomes it causes. We
can also visually see that male patients had a much higher rate of
AL than female patients.

4.2.1 Stakeholder Feedback. The stakeholder was excited about
the visualization, although it did take a few minutes to form a full
understanding of the Sankey diagram and what it represented. They
had seen and used decision trees before in their work, and thought
it was a unique approach. The diagram prompted curiosity from
the stakeholder, who began contemplating the reasons for many of
the connections, proposed new variables to test in the context of
AL, and speculated about how it may be helpful for patients trying
to decide on a treatment path for themselves. They thought the
addition of quantitative metrics, value proportions and statistical
testing, was practical and provided them with additional informa-
tion. However, they did wish the different levels of the response
were more visually distinct. When asked if the visualization would
be useful for presenting in a meeting, such as to discuss a patient’s
treatment plan, the stakeholder responded "yes".

4.3 Feature Selection
4.3.1 Sequential Feature Selection. The following classifiers made
up our SFS ensemble: Support Vector Machine, Ridge, Logistic Re-
gression with Stochastic Gradient Decent, Multi-Layer Perceptron,
and Adaboost. These were selected because they are some of the
most common ML classification models. We ran forward SFS to se-
lect 10 features, and set the between-model agreement threshold to
3. To prepare the data for model training, we dropped features that
were numeric, date-time, unique identifiers, or that implied a leak.
We also decided to impute all missing values for AL as 0 (’no AL’).
Features with >4 unique values were one-hot encoded, while all
others were target encoded. The transformed dataset was split into
a train and test set (80/20 split), stratified by AL. SFS selected the
features gender, functional status, and family history of colorectal
cancer (fig. 2). Of these, only gender was significant (p-value: 0.035)
via the chi-squared test. Using these three features, the strongest
classifier was a tie between the SVM, Ridge, and Adaboost. All
of these models showed a F1-score of 0.77 for predicting AL and

0.99 for predicting no AL. Classifier results are provided only as a
proof-of-concept and are not the main purpose of this project.

4.3.2 Sequential Feature Selection Chain. Our data transformation
and model ensemble remained the same as in vanilla SFS. The
agreement threshold was adjusted to be a proportion relative to the
number of features in an event (5%). The feature chain selected 13
features across the 4 pre-defined events (fig. 3). All the features from
SFS were selected again. The models trained to select the features
from each event were much poorer predictors of AL, able to predict
true negatives very well but often not predicting positive instances
at all.

4.3.3 Stakeholder Feedback. The stakeholder was impressed with
the general performance of the classifiers, and very interested in the
features they selected. Like the connections in the Sankey diagram,
it sparked a conversation about why these features in particular
could be seen as more important than others. The stakeholder ap-
preciated how the feature chains looked at a much broader snapshot
of treatment.

5 DISCUSSION
Overall, our tool was successful in that it provided a novel and
useful visualization of RCC data. This is most evident in how our
stakeholder met the tool with curiosity, they wanted to explore the
data and experiment with different variables and outcomes. While
predictive power was not our priority and there are enough biases
in our process to not be fully confident in the classification results,
our stakeholder was nonetheless impressed with these results.

5.1 Limitations
With this said, our approach was not without its limitations. Our
stakeholder already pointed out the most glaring issues with our
data processing (Section 4.1.1). Besides these, the RCC still suffers
from a lot of missing data that will need to be properly handled
before any reliable modeling can be carried out.

Most visualization limitations are inherited from the Sankey
diagram itself. First, it is only practical to visualize discrete vari-
ables with few levels. Any numerical features would need to be
discretized, through which information is lost, or displayed using a
parallel coordinates plot, which increases the complexity of both
the visual and the underlying code. Next, comparing and contrast-
ing patient cohorts within the same diagram is difficult. Examining
multiple subpopulations at the same time would require stacking
multiple Sankeys. Lastly, the overall length of the diagram can be
detrimental. As more and more features across separate events are
added, the plot gets longer and it gets harder to see how features
towards the beginning flow into features towards the end.

In feature selection, we have already pointed out one limitation
of SFS. Its greedy nature means that it selects only the first best
features (or removes the last worst in the backwards case) and
is therefore biased towards the beginning of an event sequence
(fig. 2). So, it is likely that the whole sequence of events is poorly
represented by SFS. Feature chains were proposed to ameliorate
this issue. While effective in increasing representation of multiple
events, the fact that it still relies on SFS means that the greedy bias
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Figure 2: Visualization of features selected by Sequential Feature Selection, note the bias towards the beginning of the event
sequence (demographic variables).

persists within events. Feature chains also exacerbate the length is-
sue of Sankey diagrams. As more features across events are selected,
the diagram becomes longer and harder to follow.

5.2 Future Work
The biggest hurdle for future work that hopes to leverage the RCC
is refining the data processing approach. The stakeholder’s sug-
gestions (Section 4.1.1) should be implemented and missing values
should be carefully considered. Some of these missing values may
hold information, and some may be safely imputed using an appro-
priate strategy.

Improvements can also be made to the Sankey diagram itself. We
have already begun work creating a branching Sankey. Like a deci-
sion tree, it splits across the levels of a feature that the user wants
to explore more (e.g. whether a patient completed chemotherapy),
allowing for easier comparison of patient cohorts. Support for visu-
alizing continuous variables would be greatly beneficial. Statistical
analysis could also be refined. Chi-squared tests are not universally
applicable and cannot accommodate continuous variables. We may
also be able to give an indication of one feature’s association with
the next feature in the diagram by adding a statistical test. Once the
data processing is improved, we can be more confident displaying
the results of different classifiers to the user. Interactivity is another
consideration. This could be enhanced by allowing the user to filter
the sample by clicking on a node or an edge, even going so far as
re-training any predictive models based on the new sample. Finally,
we could take inspiration from other event sequence modeling
papers that use deep learning to forecast prognosis and apply a
recurrent neural network (RNN) or RL algorithm to do the same
thing for RCC [11, 15].

Feature selection may not be the best technique to reduce the
visual complexity of the Sankey diagram while displaying the most
important features to the user. Association rule mining (ARM),

Sequential Pattern Mining (SPM), and clustering are more popular
analyses in the field of event sequence visualization [6]. These
approaches are used to uncover common sequences of events within
the sequence as well as distinct cohorts within a sample. They
could be useful alternatives to SFS and feature selection chains,
providing more pertinent information to the clinician especially
when combined with a branching Sankey diagram.

6 CONCLUSION
We implemented an open-source, data-driven event sequence vi-
sualization tool in Python using the Plotly package [10]. The tool
utilizes machine learning classifiers and sequential feature selec-
tion techniques to uncover the most important variables for a given
outcome and present them to the user. Specifically, we demonstrate
the use of sequential feature selection and a novel feature selec-
tion chain approach to this problem. Development was carried out
with the US Rectal Cancer Consortium dataset in mind. We tar-
geted the problem of anastomotic leakage in rectal cancer surgery,
which is a critical treatment complication. Minimal data processing
was carried out to facilitate the proper development of the tool. A
rectal cancer surgeon stakeholder was consulted throughout the
development process, and their feedback was used to evaluate the
tool.

We found that the Sankey-based visualization is a unique and
informative way to present information about the incidence of
anastomotic leakage that has potential in the day-to-day battle
against rectal cancer. Our stakeholder met the tool with curiosity as
well as a desire to explore other treatment outcomes and cofactors.
Although the tool is much less complex than other existing work,
there was still a learning curve for the stakeholder. It is also evident
that the visualization can quickly get very long with many edges,
making its interpretation more difficult. Careful attention must also
be paid to how different levels of the response variable are indicated
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throughout the chart. On the data processing approach, the stake-
holder made several useful suggestions to better represent the data
presented in the RCC, and to model cancer treatments as a whole.
The feature selection techniques were more difficult to evaluate.
Both approaches uncovered interesting features associated with
leakage, but the chained method resulted in decreased predictive
power within events and a diagram that was more complicated
overall.

Future work should invest the time and effort into extracting
as much information as possible from the RCC dataset. This is no
menial task, but one that could lead the way for transformative
innovations in rectal cancer treatment. Potential improvements to
the presented visualization technique include a feature that allows
the diagram to branch on a particular variable, tighter integration
with predictive models, refined statistical metics, among others.
The greatest improvement is likely to be found by implementing
rule/pattern mining or clustering analysis in place of feature selec-
tion. In the future, deep learning models could be applied to enable
full forecasts of cancer treatment plans and counterfactual analyses
of different treatment options. Such a tool could consider more
factors about an individual patient and their response to treatment
than any lone clinican, select the important ones to show to a pa-
tient or surgeon, and allow them to use their best judgement on
how to move forward.
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Figure 3: Visualization of features selected by an SFS chain, resulting in a much longer diagram but one that represents more of
the event sequence. PS: Couldn’t get this to render sideways :(
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